STAT 763 Nonparametric function estimation: penalization approach

Spring 2005

Lecture: TR 2:00 -3:18PM in JR 221

Instructor: Yoonkyung Lee

Office: 440B Cockins Hall

Phone: 292-9495

Office Hours: W 2:30 - 3:30 F 1:30 - 2:30PM or by appointment

Email: yklee@stat.ohio-state.edu

Grader: Zhenhuan Cui

Office: 227 Cockins Hall

Phone: 688-8406

Office Hours: TBA

Email: zhenhuan@stat.ohio-state.edu

Text: Smoothing Spline ANOVA Models by Chong Gu.

References: Spline Models for Observational Data by Grace Wahba.

Nonparametric Regression and Generalized Linear Models by Peter Green and Bernard Silverman.

Course web page: http://www.stat.ohio-state.edu/~yklee/st763/

The course web page will be linked from the Statistics department’s web page and the instructor’s personal web page.

Prerequisites: Mathematical maturity in analysis and linear algebra, and a good knowledge of basic statistical inference (620) and regression (645) are expected. Some knowledge of functional analysis (familiarity with Hilbert spaces), multivariate analysis (656), and generalized linear models (743) would be helpful, but not required. The course development is intended to be self-contained.

Course Description: Statistics 763 aims to introduce nonparametric function estimation method with roughness penalty. Starting from smoothing splines for univariate data, a unified framework will be developed for flexible model building of multivariate data with both Gaussian and non-Gaussian responses. Mathematical formulation of smoothing splines, reproducing kernel Hilbert space methods, selection of smoothing parameter, computation, and their applications will be treated in detail. If time permits, further extension of the method for density estimation, theoretical properties, and its connection to machine learning methods such as support vector machines will be discussed.

Grading: There will be no written exam. Course grades will be assigned on the basis of performance on homework assignments (60%) and the final project (40%). For the project, each student will be asked to choose a paper on advanced topic and give a short presentation of the paper in class. A list of suggested papers will be provided by instructor.

Homework assignments: Homework will involve analytical exercises, computational work using R, and data analyses. Homework assignments and solutions will be posted on the course web page.  Points will be deducted for late homework.

